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Introduction
Quality Control Charts (QCC) have historically been used to monitor product quality in a production or manufacturing environment. Their general purpose is to provide information that can be used to uncover discrepancies or systematic patterns by comparing expected variance verses observed variance. In a production environment, that propose translates to improving product quality and productivity in order to maximize a company’s profits. Deming, who was a major contributor to quality control research, believed that the quality of a process can be improved using QCCs (Deming, 1982).
Technicians visually inspect QCCs to determine if deviations from an expected baseline or value fall outside certain bounds, if there are any systematic patterns that appear on the chart or if the points fall very far from the baseline (StatSoft, 2010). If any of these situations are observed, then the process is considered “out of control”. Some variability is normal and can be caused by sampling fluctuations and by differences among sampled groups. If the fluctuations appear within the outer bounds and the pattern of deviations appears to be random, then the process is considered “in control.” When this happens, no investigation is conducted on the data since the observed process variations are expected. Measuring process variations can be done retroactively on previously collected data as well as for simulated data.
There are many different variations of control charts that can be used to detect when processes go out of control. The most common and easily interpretable of these is the Shewart control chart. These charts, named after Walter Shewart, were created from an assumption that every process has variation that can be understood and statistically monitored (Savić, 2006).  A Shewart chart includes three horizontal lines, a center line, an upper limit, and a lower limit and is the basis for all control charts. The center line serves as a baseline and is typically the expected value or the mean value, while the upper and lower limits are depicted by dashed lines and are evenly spaced below and above the baseline.
A control chart is essentially a graphical interpretation of a standard, non-directional hypothesis test. The hypothesis test is comparing each point on the chart with an in-control range. If a point in the control chart falls within the upper and lower bounds, it is akin to failing to reject the null hypothesis that the process is in-control. A point that falls outside the bounds can be thought of as the same as rejecting the null hypothesis. Type I and Type II errors also have analogies in using a control chart.  Determining that a process is out of control when it is really not is analogous to a Type I error and accepting that a process is in control when it really is not is analogous to a Type II error. As in power analysis, an operating-characteristic curve can also be utilized for determining the probabilities of committing Type I and Type II errors (Montgomery, 1985).

There are two general categories of control charts, attribute charts and variable charts. Attribute charts are typically used when the variables are not numeric, i.e., they are not measured on a quantitative measurement scale. These charts are usually used when products are tested in order to determine whether they conform or do not conform to product specifications. They are also used to determine how many units in a production line are defective.  Since we are applying control charts in educational assessment contexts where product specifications are highly unusual if they exist at all, we will not consider attribute charts further.   


A variable chart is used for numerical calculations and utilizes a measure of central tendency for the baseline and a measure of variability for the control limits. The most common of these charts are the 
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, S, and R charts. These refer to mean, standard deviation, and range respectively. Time (or occasion) of the sample can be plotted on the horizontal axis of the chart and the observation taken from the sample on the vertical axis. For each chart, the following three things must be decided before they can be created: how often the samples will be drawn, how large the sample will be, and what will be used as the control line and the control limits.

In order to use a QCC, a sample is drawn from a population of scores and then some characteristic of it is plotted. In the production environment, this might mean selecting a small sample of produced units every hour. A visual inspection of these graphs allows an engineer to quickly inspect the quality of the current production run. Thought must be given to both how often a sample should be selected and the size of the sample. In general, the larger the sample, the better chance changes or variations in the process will be noticeable (Montgomery, 1985). The most beneficial situation would be to have a large sample frequently selected for measuring in the control charts. This is often not very feasible due to data and economic restraints, so some combination of sample size and frequency that the sample is drawn must be selected for each study.

In order to set the upper and lower bounds, a common procedure is to set them three sigmas away from the baseline (although they can be set to different values based on the process). The value of 
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x  can be determined using the previous observations on X.  In order to set the limits three sigma away, the below formulas would be used:

Upper Control Limit = 
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Baseline = 
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Lower Control Limit = 
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When inspecting a QCC, there are six main criteria that should be checked for. If any one or more of these criteria is met, then the process may be out of control (Montgomery, 1985).
1. One or more points are outside of the upper and lower control limits.

2. At least seven consecutive points are on the same side of the baseline.

3. Two out of three consecutive points are outside a 2-sigma line.

4. Four out of five consecutive points are outside of a 1-sigma line.

5. Any pattern that is noticeable that is non-random or is systematic in anyway.

6. One or more points are close to the upper or lower control limits.

Methodology

QCC charts, while common in business, have only recently been used in education, Omar (2010) cites a few educational studies using control charts for determining IRT parameter drifts in a computer adaptive environment as well as developing a person-fit index. But it is rare to find them used for monitoring statistical characteristics of state or other achievement testing programs. In 2001, Maryland’s National Psychometric Council (NPC) began to use QCCs in order to help determine whether or not to recommend accepting the scaling and linking work of its contractor for the Maryland School Performance Assessment Program (MSPAP). The state contracted at that time with the Maryland Assessment Research Center for Education Success (MARCES) at the University of Maryland, College Park to create QCCs based on several years of contractor reports and to report those that were out-of-range to the NPC.
The MSPAP was administered in three forms, referred here as clusters, A, B, and C. Clusters were randomly distributed within schools across the state. Each cluster measured all six content areas: reading, writing, language usage, math, science, and social studies. However, the clusters were parallel; although all of the content areas were assessed across all three clusters, the clusters did not sample the content equivalently. The results of the clusters taken together were used to assess school performance.  In selected schools, a fourth cluster, called the equating cluster, was also included in the randomization; this cluster was repeated from one of the previous year’s clusters.  The papers from a sample of students who took the equating cluster the prior year were scored in the current year to provide data to adjust for rater differences between the two years.
MARCES computed and developed QCCs each year for these quality indicators for MSPAP.  Those that were out-of-range were reported to the NPC.  The budget for this work was under $20,000.
Descriptions of statistics for control charts

The following statistics are based on the calibration output (initial calibration for each of the three clusters using the two-parameter, partial credit model), test cluster linking output, year-to-year linking output (linking the main cluster to the equating cluster), and rater-year equation output (linking the current scorers with the prior scorers). MARCES developed control charts for these statistics based on the year-to-year data for quality control purpose. Each is either an original statistic present on the output or was computed. An appendix describes more operationally how they were generated as well as how the control charts were developed.
a. Based on calibration output:

1. Alpha – reliability coefficient

2. Mean and standard deviation of f – mean and standard deviation of item discriminations

3. Proportion of reversals of g’s – number of item threshold patterns other than g1<g2 <g3 <g4 … divided by the total number of threshold patterns. Examples of reversals: g1>g2, g1>g3, g2>g3 …

4. Mean and standard deviation of Fit-z – the mean and standard deviation of z values associated with Q1

5. Off-diagonal r – average inter-correlation of the item residuals

6. Proportion of r>0 – number of positive inter-correlation coefficients of the item residuals divided by the total number of item residual correlations

b. Based on test cluster equation output:

1. Difference between highest and lowest means – the difference between the highest and lowest means of item-pattern scores among the three clusters.

2. Difference between highest and lowest sigmas– the difference between the highest and lowest sigmas of item-pattern scores among the three clusters.

3. The largest SE at the Lowest Obtainable Scaled Score (LOSS) and Highest Obtainable Scaled Score (HOSS)– the largest SE at the LOSS and HOSS among the three clusters

4. The largest IP% at the LOSS and HOSS – the largest percentage of students at the LOSS and HOSS based on item-pattern scoring among the three clusters.

5. Difference between largest and smallest percentiles at the proficiency level of 2/3 cut score – difference between the largest and smallest percentiles at the proficiency level of 2/3 cut score among the three clusters. Linear interpolation is needed for finding the percentiles at the cut scores when the cut scores are not found in the output.

6. Difference between largest and smallest percentiles at the proficiency level of 3/4 cut score – the same as above 

7. Proportion of scores at the LOSS and HOSS – number of students at the LOSS and HOSS divided by the total number of cases, for each cluster.

8. The largest SE at the proficiency level of 2/3 and 3/4 cut score– the largest constrained standard error for 2/3 and 3/4 cut levels among the three clusters. The SE corresponding to the nearest score is used when the cut score is not found in the output. The value of SE is used when they have the same value of SE.
c. Based on year-to-year equating output:
1. Difference between means – the difference between the means of item-pattern scores between the two clusters (target - equating).

2. Difference between sigmas– the difference between the sigmas of item-pattern scores between the two clusters (target - equating).

3. Effect size – the effect size ‘d’ is computed as follows:

d = (mean1-mean2)/Sp

Sp = pooled standard deviation

4. The larger SE at the LOSS and HOSS – the larger SE at the LOSS and HOSS between the two clusters. If they have the same SE, the same value is used.

5. The larger IP% at the LOSS and HOSS – the larger percentage of students at the LOSS and HOSS based on item-pattern scoring between the two clusters. If they have the same IP%, the same value is used.

6. Difference of the percentiles at the proficiency level of 2/3 cut score – difference of the percentiles at the proficiency level of 2/3 cut score between the two clusters. The percentile of the equated cluster is subtracted from the percentile of the target cluster. Linear interpolation is needed for finding the percentiles at the cut scores when the cut scores are not found in the output.

7. Difference of the percentiles at the proficiency level of 3/4 cut score – difference of the percentiles at the proficiency level of 3/4 cut score between the two clusters. The percentile of the equated cluster is subtracted from the percentile of the target cluster. Linear interpolation is needed for finding the percentiles at the cut scores when the cut scores are not found in the output.
8. Proportion of scores at the LOSS and HOSS – number of students at the LOSS and HOSS divided by the total number of cases for each of the two clusters, for each cluster.

9. The larger SE at the proficiency level of 2/3 and 3/4 cut score– the larger constrained standard error for 2/3 and 3/4 cut levels between the two clusters. The SE corresponding to the nearest score is used when the cut score is not found in the output. When they have the same value of SE, this value of SE is used.

d. Based on rater-year equation output:

1. Difference between means – the difference between the means of item-pattern scores between the two clusters (target - equating).

2. Difference between sigmas– the difference between the sigmas of item-pattern scores between the two clusters (target - equating).

3. Mean differences in raw scores – the difference of the raw score means between the two rater years.

4. Sigma differences in raw scores – the difference of the raw score sigmas between the two rater years.

5. The larger SE at the LOSS and HOSS – the larger SE at the LOSS and HOSS between the two rater years. If they have the same SE, the same value is used.

6. The larger IP% at the LOSS and HOSS – the larger percentage of students at the LOSS and HOSS based on item-pattern scoring between the two clusters. If they have the same IP%, the same value is used.

7. Difference of the percentiles at the proficiency level of 2/3 cut score – difference of the percentiles at the proficiency level of 2/3 cut score between the two clusters. The percentile of the equated cluster is subtracted from the percentile of the target cluster. Linear interpolation is needed for finding the percentiles at the cut scores when the cut scores are not found in the output.

8. Difference of the percentiles at the proficiency level of 3/4 cut score – the same as above

9. The larger SE at the proficiency level of 2/3 and 3/4 cut score– the larger constrained standard error for 2/3 and 3/4 cut levels between the two clusters. The SE corresponding to the nearest score is used when the cut score is not found in the output. The value of SE is used when they have the same value of SE.

10. Proportion of scores at the LOSS and HOSS – number of students at the LOSS and HOSS divided by the total number of cases for each of the two clusters

11. Standardized raw score mean differences (effect size)-- Differences obtained by dividing the difference between the current and prior year mean ratings by the square root of the pooled variances of these ratings: comparison of results in terms of standardized raw score mean differences.

Below are five examples of QCCs for variables that were reported out of range. While the NPC recognized that these variables could have scores outside of the six-sigma range due to chance, any patterns found were used for further discussion about the equating of the assessment.
1. Proportion of Scores at Lowest Obtainable Scaled Score (LOSS): Writing Grade 3 Test, Cluster A
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In this example, there was an unusually low proportion of scores at the lowest obtainable scale score (LOSS).  The historical range was between approximately 11%-33%, with an average of about 23%. In 2001, only 11% of the writing scores were at the LOSS. The NPC concluded that this was indeed a desirable trend since students scoring at the LOSS could only occur through poor achievement or poor measurement.
2. Standard Error of Highest Obtainable Scaled Score: Language Usage
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The contractor included in their work the conditional standard errors (CSEs) of all scale scores for each cluster.  MARCES generated QCCs for the largest CSE for several points, including the LOSS and the HOSS.  In this case, the CSE for the HOSS fell outside the range for Language Usage. The reported score in 2001 was slightly higher than the typical range. In this case, the NPC did not recommend any action since it seemed like an isolated and mild example.
3. IP% at the HOSS: Science, Grade 8
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Using item pattern (IP), or maximum likelihood scoring, the largest proportion of students at the HOSS among the three clusters was tracked.  This control chart shows a remarkable pattern in that a stable percent over the first few years changed to what appears to be a new stable pattern in the last two years.  Although this pattern is a positive indicator for the state (more students scoring in the upper ranges), the stability raises concern that it is an artifact.  The NPC recommended watching this statistic in the future to see whether further investigation may be needed.
4. Reliability of Cluster A: Reading, Grade 8.
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One of the measures of reliability reported by the contractor was the alpha for each cluster for each content area.  The alpha for Cluster A in 2001 was below the lower control limit.  The NPC noted that the alpha for Cluster B was even lower but not out-of-range.  The flag in the example seems to be the result of a series of high and consistent alphas for cluster A’s in 1993-1999.  But the combination of this out-of-range result and the even-lower alpha for cluster B does seem unusual. The overall reliability for Grade 8 reading may be unusually low in 2001.
5. Difference in item-patterns scores: Math, Grade 3
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QCCs were used to monitor the difference in the means of the item-pattern scores across clusters for each content at each grade by taking the largest of them and subtracting the smallest.  Since the three clusters were randomly distributed within schools, the differences should reflect only chance variation. In this case, the means seemed more varied for grade 3 math in 2001 than they were for earlier years.   The NPC did not find any anomaly that would explain this observation.
Discussion

QCCs can monitor other qualities than contractor analyses in large scale testing environments as well. While experts in the field will determine acceptable baselines and control limits, we propose a handful of topics and examples in which control charts might be beneficial for monitoring quality in large-scale testing environments.
A. Proportion of field test items that make it to approval for use as operational items.

It is important for a test bank to have many similar questions that measure the same learning objective. Not only does this help in terms of comparing similar forms, but this also helps to ensure that students are able to demonstrate the knowledge breadth and depth required in the content standards. Having many questions with similar characteristics also helps to ensure consistency among forms. Thus, it could be useful for a testing program to monitor the proportion of test questions that make it to approval. If the proportion accepted falls below the observed range, then the process may be becoming inefficient and further study may suggest corrective actions.  
B. Item Analysis of Scores

In addition to investigating the number of questions created and used each year, one can also evaluate various elements of an item analysis using QCCs. The item difficulty (p-value or IRT B-value or other location measure) and the item discrimination (correlation or IRT A-value) could be useful results. Both the mean and standard deviation of these statistics could be plotted for the field tested items.  Changes in these statistics over time may have implications for changes in item development activities.

C. Proportions Above Cut Scores 

With many policy decisions occurring because of a student’s performance compared with cut scores, it is imperative to determine whether proportions of students in the various achievement levels are consistent with past trends.  Using a control chart for each cut score, the changes in overall population (or subgroup) results could be compared with past outcomes to study whether trends have been broken.
D. Linking Block Characteristics 

Assuming there is a candidate linking pool of items that have been given for that purpose and assuming they are evaluated to cull those that are acceptable as linking items, the proportion rejected could be charted.  In any event, the correlation between the linking items “subtest” and the rest of the operational items as another “subtest” could monitor the quality of both items sets over time.
E. Item Block Positioning

Some argue that the location of a test item will affect a student’s answer, whether due to time management issues while testing, fatigue, or other factors. In order to chart location, one could find the total number of items that were used on at least two forms, as well as what timing blocks that they were located in, and find the difference. The averages and standard deviations of the differences could then be plotted across administrations of different forms in the same year or across years.
F. Statistical Characteristics of Test and Subtest Scores

The reliabilities and inter-correlations of tests and subtests could be helpful characteristics to monitor.  An interesting possibility might be the conditional standard error on each of these at the various cut scores.
G. Item Awakening

Another aspect to investigate might be how long an item is not used before it is “awakened.” Items that are awakened each testing period would need to be identified along with the time that had passed while the item was not in use. Mean and standard deviation of the time frames for each subject could be plotted in separate charts across each test administrations.
Conclusion
By investigating each of these criteria using control charts, testing programs may be able to spot trends that have occurred across time and make decisions about whether further investigation is needed when out-of-range observations are found. The examples used in this paper demonstrate that QCCs can be useful even for relatively new programs. It is suggested that the technical advisory group for the assessment program be presented with the charts on a routine basis so they can decide if the data requires cause for concern and what recommendations they have for addressing any raised issues.
Future Work
While we understand that QCCs can be applied to education via large-scale assessments, there is a gap in the research regarding the minimum data requirements that are needed to ensure the QCCs can be useful in practice. As testing programs decide to report on their experience and findings from using QCCs, new parameters can be created that apply better to the education sector, instead of simply relying on business precepts.  We anticipate these and other questions can be addressed as QCCs receive more attention in assessment programs.
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Appendix:  MARCES Final Report for November, 2001.
I. What are the variables and how to get data? 

-- Description of the operational definitions of the variables and instruction on how to get data with 2001 MSPAP output as an example (2000 output is used when 2001 output is missing the needed information)

i. CALIBRATION

1) Alpha (alpha) – Reliability coefficient (as present in the output), e.g., 0.562 in the following output.

L3ARDCA.RWO  3  A  RD 8/6/01, 10:53

Raw Score statistics 

Mean = 11.65 SD = 4.692 N = 7503

85 cases with min or max raw scores

I#   Diff      N

  1  0.248   7503  4590  2108   805

  2  0.685   7503  1169  2393  3941

  3  0.267   7503  4472  2059   972

  5  0.320   7503  3406  3389   708

  6  0.352   7503  2880  3957   666

  7  0.600   1834   329   808   697

  8  0.468   1834   508   935   391

  9  0.748   1834   164   595  1075

 10  0.459   1834   612   761   461

 11  0.239   1834  1162   468   204

 12  0.401   1834   748   700   386

 13  0.638   4091   503  1959  1629

 14  0.537   4091   806  2174  1111

 15  0.768   4091   272  1355  2464

 16  0.519   4091   973  1993  1125

 17  0.236   4091  2574  1099   418

 18  0.428   4091  1324  2035   732

 19  0.683   1557   154   680   723

 20  0.450   1557   445   824   288

 21  0.787   1557   108   447  1002

 22  0.534   1557   371   708   478

 23  0.271   1557   933   404   220

 24  0.456   1557   487   720   350

  4  0.584   7503   839  1834  3187  1643

Alpha =    0.562 on 24 items

Stratified alpha =    0.502 on 23 items

Feldt-Raju =    0.572

L3ARDCA.RWO  \\RESEARCH\RESEARCH\ITEMSYS\PARDUXMX.EXE Version EM4.23

Number of items:  24

Max stage: 25

Convergence criterion: 0.020

Max f: 3.00

Max g: 7.5

Min g: -7.5

Max theta: 4.1

Min theta: -4.0

Choices per 3PL item (0 = set by item): 4

Max C: 0.50

Bayes-type C adjustment: Y

Estimate 2PPC slopes by item (U), range (E) or single value (S): U

Levels by item (1 for 3PL items):

333433333333333333333333

stg = 1  max gdif = 0.63868 for item 15 of 24 items.

Likelihood changed  1.0016886 E-1420 to  1.0016886 E-1420

Current max =  1.0016886 E-1420

stg = 2  max gdif = 0.10537 for item 4 of 24 items.

Likelihood changed  1.4862286 E106 to  1.4887382 E-1314

Current max =  1.4887382 E-1314

stg = 3  max gdif = 0.03312 for item 4 of 24 items.

Likelihood changed  0.9372397 E71 to  1.3953046 E-1243

Current max =  1.3953046 E-1243

stg = 4  max gdif = 0.01318 for item 8 of 24 items.

Likelihood changed  0.7435489 E50 to  1.0374772 E-1193

Current max =  1.0374772 E-1193

elapsed time: 0:0:4.89

0 items with max a; largest a = 1.464

c[1] range: -2.524 to  1.015

c[2] range: -0.798 to  2.646

2) Adjusted alpha (adjustr) – r’ = kr / [1+ r *(k-1)] (Spearman-Brown adjustment, r’= new adjusted reliability, r = old reliability alpa as in 1), k = 1/ number of items), e.g., r’ = [(1/24)*0.562]/{1+0.562*[(1/24)-1]}= 0.051 for the above output.

3) Median of f (medianf) – The median of f item discriminations, e.g., 1.04 for the following output (use SPSS or EXCEL to find the median).

4) Ratio (Interquartile-Range/1.35) of f (ratiof) – The ratio [(P75 –P25)/1.35)] of f item discriminations, e.g., (1.17 – 0.83)/1.35 = 0.256 for the following output (use SPSS or EXCEL to find the 75th percentile and 25th percentile).

5) Proportion of reversals of g’s (proprevg) – Number of item threshold patterns other than g1<g2 <g3 <g4 … divided by the total number of threshold patterns. Examples of reversals: g1>g2, g1>g3, g2>g3 …, e.g., no such patterns are found in the following output, so “0/24 = 0”.

6) Median of Fit-z (medianz)  – The median of z values associated with Q1, e.g., 2.655 for the following output (use SPSS or EXCEL to find the median).

7) Ratio (Interquartile-Range/1.35) of Fit-z (ratioz)  – The ratio [(P75 –P25)/1.35] of z values associated with Q1, e.g., (5.65 – 0.84)/1.35 = 3.561 for the following output (use SPSS or EXCEL to find the 75th percentile and 25th percentile).

L3ARDCA.RWO  3  A  RD 8/6/01, 10:53

 #    f   g 1   g 2     SE f SE g 1 SE g 2 Diff   N    FitZ  

 1  1.01  0.80  1.66  0.0265  0.028  0.053 0.25 7503   5.73 

 2  0.70 -1.07 -0.44  0.0209  0.041  0.027 0.68 7503   9.56 

 3  1.05  0.78  1.46  0.0268  0.029  0.050 0.27 7503   8.78 

 #    f   g 1   g 2   g 3     SE f SE g 1 SE g 2 SE g 3 Diff   N    FitZ  

 4  0.67 -1.22 -0.63  0.91  0.0180  0.047  0.030  0.033 0.58 7503   7.60 

 #    f   g 1   g 2     SE f SE g 1 SE g 2 Diff   N    FitZ  

 5  1.46 -0.14  2.65  0.0332  0.029  0.058 0.32 7503   9.41 

 6  1.14 -0.49  2.49  0.0286  0.028  0.053 0.35 7503   8.01 

 7  1.32 -1.50  0.63  0.0601  0.083  0.064 0.60 1834   1.79 

 8  1.18 -0.86  1.53  0.0564  0.065  0.080 0.47 1834   3.58 

 9  1.25 -2.21 -0.43  0.0611  0.114  0.057 0.75 1834   1.78 

10  0.91 -0.35  0.95  0.0469  0.060  0.072 0.46 1834   3.30 

11  0.74  1.02  1.35  0.0462  0.058  0.103 0.24 1834   2.72 

12  0.88  0.01  1.09  0.0465  0.057  0.078 0.40 1834   1.72 

13  1.04 -2.04  0.29  0.0360  0.064  0.037 0.64 4091   5.40 

14  1.15 -1.58  0.96  0.0374  0.053  0.044 0.54 4091   2.59 

15  1.04 -2.52 -0.70  0.0383  0.088  0.037 0.77 4091   1.32 

16  1.05 -1.19  0.84  0.0348  0.048  0.043 0.52 4091   2.54 

17  0.72  0.82  1.32  0.0301  0.037  0.065 0.24 4091   0.68 

18  0.80 -0.66  1.28  0.0306  0.040  0.049 0.43 4091   4.77 

19  1.07 -2.13  0.13  0.0593  0.110  0.060 0.68 1557  -0.16 

20  0.96 -0.81  1.52  0.0550  0.067  0.084 0.45 1557   0.04 

21  1.25 -2.50 -0.80  0.0690  0.143  0.063 0.79 1557  -0.13 

22  1.18 -1.06  0.86  0.0600  0.078  0.073 0.53 1557   0.25 

23  0.81  0.88  1.12  0.0504  0.063  0.102 0.27 1557  -0.97 

24  1.06 -0.62  1.24  0.0565  0.068  0.082 0.46 1557   3.07

8) Average Q1 (averagq1) – Average chi-square (as present in the output), e.g., 38.07 for the following output.

9) /O-P/ (/o-p/) – Average difference between observed and predicted proportion of maximum (as present in the output), e.g., 0.0059 for the following output.

Fit statistics L3ARDCA.RWO  3  A  RD 8/6/01, 10:53

I  1 Ch Sq=  50.42 DF =  17 N= 7418  Z=  5.73 O= 0.2499 P= 0.2574 O-P = -0.0074

I  2 Ch Sq=  72.72 DF =  17 N= 7418  Z=  9.56 O= 0.6919 P= 0.6834 O-P =  0.0085

I  3 Ch Sq=  68.19 DF =  17 N= 7418  Z=  8.78 O= 0.2691 P= 0.2770 O-P = -0.0079

I  4 Ch Sq=  80.79 DF =  26 N= 7418  Z=  7.60 O= 0.5896 P= 0.5841 O-P =  0.0055

I  5 Ch Sq=  71.89 DF =  17 N= 7418  Z=  9.41 O= 0.3232 P= 0.3285 O-P = -0.0053

I  6 Ch Sq=  63.73 DF =  17 N= 7418  Z=  8.01 O= 0.3558 P= 0.3577 O-P = -0.0018

I  7 Ch Sq=  27.46 DF =  17 N= 1815  Z=  1.79 O= 0.6061 P= 0.6076 O-P = -0.0016

I  8 Ch Sq=  37.87 DF =  17 N= 1815  Z=  3.58 O= 0.4725 P= 0.4779 O-P = -0.0054

I  9 Ch Sq=  27.40 DF =  17 N= 1815  Z=  1.78 O= 0.7556 P= 0.7499 O-P =  0.0058

I 10 Ch Sq=  36.24 DF =  17 N= 1815  Z=  3.30 O= 0.4631 P= 0.4689 O-P = -0.0058

I 11 Ch Sq=  32.84 DF =  17 N= 1815  Z=  2.72 O= 0.2408 P= 0.2505 O-P = -0.0097

I 12 Ch Sq=  27.02 DF =  17 N= 1815  Z=  1.72 O= 0.4050 P= 0.4127 O-P = -0.0077

I 13 Ch Sq=  48.49 DF =  17 N= 4058  Z=  5.40 O= 0.6421 P= 0.6333 O-P =  0.0087

I 14 Ch Sq=  32.07 DF =  17 N= 4058  Z=  2.59 O= 0.5409 P= 0.5352 O-P =  0.0057

I 15 Ch Sq=  24.69 DF =  17 N= 4058  Z=  1.32 O= 0.7734 P= 0.7602 O-P =  0.0132

I 16 Ch Sq=  31.81 DF =  17 N= 4058  Z=  2.54 O= 0.5221 P= 0.5171 O-P =  0.0050

I 17 Ch Sq=  20.95 DF =  17 N= 4058  Z=  0.68 O= 0.2377 P= 0.2405 O-P = -0.0028

I 18 Ch Sq=  44.83 DF =  17 N= 4058  Z=  4.77 O= 0.4304 P= 0.4276 O-P =  0.0027

I 19 Ch Sq=  16.09 DF =  17 N= 1543  Z= -0.16 O= 0.6883 P= 0.6842 O-P =  0.0041

I 20 Ch Sq=  17.25 DF =  17 N= 1543  Z=  0.04 O= 0.4530 P= 0.4556 O-P = -0.0026

I 21 Ch Sq=  16.25 DF =  17 N= 1543  Z= -0.13 O= 0.7936 P= 0.7847 O-P =  0.0089

I 22 Ch Sq=  18.46 DF =  17 N= 1543  Z=  0.25 O= 0.5386 P= 0.5403 O-P = -0.0018

I 23 Ch Sq=  11.37 DF =  17 N= 1543  Z= -0.97 O= 0.2728 P= 0.2817 O-P = -0.0089

I 24 Ch Sq=  34.93 DF =  17 N= 1543  Z=  3.07 O= 0.4595 P= 0.4634 O-P = -0.0039

Averages:  Chi square = 38.07   Z = 3.475  |O - P| = 0.0059
10) Off-diagonal r (r)  – Average inter-correlation of the item residuals, e.g., -0.094 for the following output.

11) Proportion of r>0 (proppr)  – Number of positive inter-correlation coefficients of the item residuals divided by the total number of item residual correlations, which is equal to p(p-1)/2 where p is the number of items, e.g., 8 positive residual coefficients are found in the following output and there are 24(24-1)/2 = 276 item residual correlations, so proppr should be 8/276 = 0.029.

        1      2      3      4      5      6      7      8      9     10     11     12     13     14     15     16     17     18     19     20     21     22     23     24

  1  1.000

  2 -0.007  1.000

  3 -0.012 -0.067  1.000

  4 -0.087 -0.024 -0.079  1.000

  5 -0.110 -0.069 -0.117 -0.058  1.000

  6 -0.090 -0.027 -0.095 -0.064 -0.020  1.000

  7 -0.113 -0.139 -0.074 -0.114 -0.169 -0.186  1.000

  8 -0.095 -0.096 -0.047 -0.144 -0.126 -0.192  0.027  1.000

  9 -0.078 -0.114 -0.133 -0.137 -0.173 -0.043 -0.044 -0.107  1.000

 10 -0.135 -0.127 -0.182 -0.091 -0.110 -0.079 -0.154 -0.114 -0.046  1.000

 11 -0.141 -0.072 -0.173 -0.043 -0.102 -0.068 -0.154 -0.097 -0.093  0.106  1.000

 12 -0.165 -0.040 -0.150 -0.069 -0.146 -0.083 -0.130 -0.148 -0.090  0.029  0.142  1.000

 13 -0.080 -0.085 -0.039 -0.111 -0.177 -0.201 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999  1.000

 14 -0.119 -0.121 -0.091 -0.095 -0.172 -0.166 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999  0.031  1.000

 15 -0.093 -0.129 -0.062 -0.152 -0.148 -0.119 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999  0.027 -0.079  1.000

 16 -0.139 -0.119 -0.148 -0.101 -0.140 -0.123 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -0.117 -0.096 -0.053  1.000

 17 -0.097 -0.063 -0.152 -0.031 -0.130 -0.060 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -0.152 -0.095 -0.070 -0.014  1.000

 18 -0.124 -0.044 -0.124 -0.094 -0.148 -0.084 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -0.128 -0.123 -0.060 -0.010  0.146  1.000

 19 -0.099 -0.116 -0.087 -0.110 -0.127 -0.138 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999  1.000

 20 -0.143 -0.108 -0.079 -0.087 -0.132 -0.088 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999  0.082  1.000

 21 -0.034 -0.105 -0.092 -0.157 -0.156 -0.097 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -0.008 -0.069  1.000

 22 -0.161 -0.129 -0.198 -0.079 -0.120 -0.102 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -0.131 -0.096 -0.072  1.000

 23 -0.057 -0.053 -0.143 -0.058 -0.169 -0.185 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -0.095 -0.109 -0.069 -0.034  1.000

 24 -0.137 -0.039 -0.174 -0.062 -0.178 -0.117 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -9.999 -0.136 -0.110 -0.151 -0.038  0.120  1.000

Average off-diagonal correlation = -0.094

   -2   -1    0    1

     1   82   81    4

ii. CLUSTER EQUATING

1) Difference between the highest and lowest means (diffmean) – Difference between the highest and lowest means of item-pattern scores among the three clusters, e.g., “499.5 – 497.5 = 2” for the following output.

2) Difference between the highest and lowest medians (difmdian) – Difference between the largest and smallest medians (50th percentile) among the 3 clusters, e.g., “503 – 502 = 1” for the following output.

3) Ratio between the highest and lowest sigmas (ratiosd) – Ratio between the highest and lowest sigmas of item-pattern scores among the three clusters, e.g., “53.1/52.8 = 1.006” for the following output.

K1 =  1.00000 K2 =    0.00000         L3rdca.hlk

Level     title      LOSS  HOSS    m1        m2

 A        A L3ARDCA   400  650  50.45000 498.70300

 B        B L3BRDCA   400  650  50.00000 500.00000

 C        C L3CRDCA   400  650  48.05000 502.54600

l3?rdcz.tst: 8/21/01, 14:35

Set #1: A L3ARDCZ  FD1  LOSS =   400 HOSS =    650  n =   24

           Min             Mean   Med           Max    SD       N

  Dist 1:  400    446.6    499.5  502    552.3  650   52.8     7503

  Dist 2:  400    406.2    431.6  431    457.0  507   25.4     7503

Set #2: B L3BRDCZ  FD1  LOSS =   400 HOSS =    650  n =   10

           Min             Mean   Med           Max    SD       N

  Dist 1:  400    445.0    498.1  502    551.2  650   53.1     7503

  Dist 2:  400    445.1    498.1  502    551.1  650   53.0     7503

Set #3: C L3CRDCZ  FD1  LOSS =   400 HOSS =    650  n =   11

           Min             Mean   Med           Max    SD       N

  Dist 1:  400    444.6    497.5  503    550.5  650   52.9     7503

  Dist 2:  400    445.1    497.9  503    550.7  650   52.8     7503

4) The largest SE at the LOSS (seloss) – The largest SE at the LOSS among the three clusters, e.g., 48 for the following output.

5) The largest SE at the HOSS (sehoss) – The largest SE at the HOSS among the three clusters, e.g., 40 for the following output.

6) The largest IP% at the LOSS (iploss) – The largest percentage of students at the LOSS based on item-pattern scoring among the three clusters, e.g., 9 for the following output.

7) The largest IP% at the HOSS (iphoss) – The largest percentage of students at the HOSS based on item-pattern scoring among the three clusters, e.g., 1 for the following output.

l3?rdcz.tst: 8/21/01, 14:35

Set #     title      LOSS   SE  Gap SS(next)  SE Min SE   IP%  NC%

 1    A L3ARDCZ  FD1  400   21    2    402    21   16      6   19

 2    B L3BRDCZ  FD1  400   37   13    413    33   20      8    7

 3    C L3CRDCZ  FD1  400   48   34    434    35   17      9   11

l3?rdcz.tst: 8/21/01, 14:35

Set #     title      HOSS   SE  Gap SS(n-1) SE  Min  IP%  NC% Max Gap  @Max

 1    A L3ARDCZ  FD1  650   29    0   650   29  16    1    0  744 -94   24

 2    B L3BRDCZ  FD1  650   40    0   650   40  20    1    1  671 -21    6

 3    C L3CRDCZ  FD1  650   31    0   650   31  17    0    0  694 -44   11

8) Difference between the highest and lowest 25th percentile (diff25th) – Difference between the highest and lowest 25th percentile among the 3 clusters, e.g., “464 -463 =1” for the following output.

9) Difference between the highest and lowest 75th percentile (diff75th) – Difference between the highest and lowest 75th percentile among the 3, e.g., “535 –533 = 2” for the following output.

10) Difference between the largest and smallest percentiles at the proficiency level of 2/3 cut score (pct23) – Difference between the largest and smallest percentiles at the proficiency level of 2/3 cut score among the three clusters. Linear interpolation is used for finding the percentiles at the cut scores when the cut scores are not found in the output. The formula for linear interpolation is: Interpolated percentile = Lower percentile + [(Cut score – Lower score)/ (Higher score – Lower score)]* (Higher percentile – Lower percentile). Proficiency level cut score can be found at http://mdk12.org/mspp/mspap/how-scored/98tech_report/table19.html. For example, the cut score for proficiency level 2/3 for the following output (Grade 3 Reading) is 580, however, this cut score is not found in the output, therefore linear interpolation will be used for finding the percentiles at 580 as follows: 

Cluster A: 94 + [(580-579)/(584-579)]*(95-94) = 94.2

Cluster B: 94 + [(580-577)/(583-577)]*(95-94) = 94.5

Cluster C: 95 + [(580-578)/(583-578)]*(96-95) = 95.4

Finally, Pct23 = 95.4 – 94.2 = 1.2
11) Difference between the largest and smallest percentiles at the proficiency level of 3/4 cut score (pct34) – Difference between the largest and smallest percentiles at the proficiency level of 3/4 cut score among the three clusters. As in 10), linear interpolation is used for finding the percentiles at the cut scores when the cut scores are not found in the output and the method is the same. For the following output (Grade 3 Reading), the cut score for proficiency level 3/4 is 530. This cut score was found in the output for cluster A and cluster C, but not cluster B. The percentiles are as follows:

Cluster A: 72

Cluster B: 72 + [(530-529)/(531-529)]*(73-72) = 72.5

Cluster C: 72

 so pct34 = 72.5 –72 =.5

l3ardcz.tst: 8/21/01, 14:35

   1 400   2 400   3 400   4 401   5 402   6 403   7 407   8 413   9 418  10 423

  11 428  12 431  13 435  14 439  15 442  16 444  17 447  18 450  19 452  20 454

  21 456  22 458  23 460  24 462  25 464  26 466  27 468  28 469  29 471  30 473

  31 475  32 477  33 479  34 480  35 482  36 483  37 485  38 486  39 487  40 489

  41 490  42 491  43 493  44 494  45 495  46 497  47 498  48 499  49 500  50 502

  51 503  52 504  53 506  54 507  55 508  56 510  57 511  58 512  59 513  60 515

  61 516  62 517  63 518  64 520  65 521  66 522  67 523  68 525  69 526  70 528

  71 529  72 530  73 532  74 533  75 535  76 536  77 538  78 540  79 542  80 543

  81 545  82 547  83 549  84 551  85 553  86 555  87 557  88 559  89 561  90 564

  91 567  92 570  93 574  94 579  95 584  96 591  97 600  98 610  99 627

    0       1       2       3       4       5       6       7       8       9

  405.01  440.72  463.97  481.45  495.14  508.45  520.82  535.00  553.10  590.99

l3brdcz.tst: 8/21/01, 14:35

   1 400   2 400   3 400   4 400   5 401   6 403   7 404   8 406   9 412  10 416

  11 419  12 425  13 431  14 435  15 437  16 440  17 444  18 447  19 450  20 453

  21 455  22 457  23 459  24 462  25 464  26 466  27 468  28 470  29 471  30 473

  31 475  32 477  33 478  34 480  35 481  36 483  37 484  38 486  39 487  40 489

  41 490  42 492  43 493  44 494  45 496  46 497  47 499  48 500  49 501  50 502

  51 504  52 505  53 506  54 507  55 509  56 510  57 511  58 512  59 513  60 515

  61 516  62 517  63 518  64 520  65 521  66 522  67 523  68 524  69 526  70 527

  71 528  72 529  73 531  74 532  75 533  76 534  77 536  78 537  79 539  80 540

  81 542  82 544  83 546  84 548  85 549  86 552  87 554  88 556  89 559  90 562

  91 565  92 569  93 573  94 577  95 583  96 589  97 597  98 607  99 625

    0       1       2       3       4       5       6       7       8       9

  402.64  436.20  463.53  481.32  495.63  508.81  520.59  533.16  549.77  589.35

l3crdcz.tst: 8/21/01, 14:35

   1 400   2 400   3 400   4 400   5 400   6 402   7 403   8 404   9 405  10 413

  11 422  12 425  13 427  14 429  15 432  16 438  17 444  18 448  19 450  20 452

  21 454  22 456  23 458  24 460  25 463  26 465  27 467  28 469  29 471  30 472

  31 474  32 476  33 478  34 480  35 481  36 483  37 484  38 486  39 487  40 489

  41 491  42 492  43 494  44 495  45 496  46 498  47 499  48 500  49 501  50 503

  51 504  52 505  53 506  54 507  55 508  56 510  57 511  58 512  59 513  60 515

  61 516  62 517  63 519  64 520  65 521  66 523  67 524  68 526  69 527  70 528

  71 529  72 530  73 532  74 533  75 534  76 536  77 537  78 539  79 541  80 542

  81 544  82 546  83 548  84 550  85 551  86 553  87 555  88 557  89 559  90 561

  91 564  92 567  93 570  94 573  95 578  96 583  97 590  98 600  99 616

    0       1       2       3       4       5       6       7       8       9

  400.53  435.19  462.39  481.26  496.20  508.32  521.61  534.53  551.13  584.32

12) Proportion of scores at the LOSS (propla, proplb, proplc)– Number of students at the LOSS divided by the total number of cases, for each cluster of A, B and C, e.g., for the following output, for cluster A, propla = 460/7503 = 0.061. 

13) Proportion of scores at the HOSS (propha, prophb, prophc) – Number of students at the HOSS divided by the total number of cases, for each cluster of A, B and C, e.g., for the following output, for cluster A, propha = 41/7503 = 0.005

l3ardcz.tst: 8/21/01, 14:35

  400460  403 52  408 51  413 77  418 69  423 83  428 82  433113  438 99  443148

  448137  453167  458203  463197  468203  473231  479242  484262  489270  494293

  499309  504279  509282  514306  519306  524276  529262  534260  539210  544194

  549200  554192  559170  564148  569 92  574 90  579 82  584 67  590 58  595 36

  600 45  605 34  610 31  615 27  620 19  625 18  630  8  635  9  640  5  645  8

  650 41

LOSS = 400 HOSS = 650

N=7503 Mean= 499.46 SD= 52.8196...51 unique values

l3brdcz.tst: 8/21/01, 14:35

  400569  405 37  410 73  415119  420 81  425 51  430 57  435144  440125  445102

  450127  455172  460177  465189  470187  475226  480243  485261  490257  495264

  500296  505303  510307  515308  520316  525288  530329  535287  540208  545203

  550186  555151  560128  565117  570 92  575 83  580 54  585 80  590 40  595 52

  600 42  605 24  610 19  615 23  620 21  625 19  630  9  635  1  645  9  650 47
LOSS = 400 HOSS = 650

N=7503 Mean= 498.10 SD= 53.0676...50 unique values

l3crdcz.tst: 8/21/01, 14:35

  400705  406 20  411 27  416 30  421  6  426294  430 24  435102  440 63  445 31

  450215  454162  459146  464191  469196  474202  479181  483229  488258  493232

  498314  503282  507276  512306  517288  522253  527286  531263  536257  541221

  546210  551182  555197  560144  565140  570111  575 79  579 60  584 61  589 43

  594 40  599 32  603 32  608 20  613 15  618 17  623 10  627  9  632  7  637  7

  642  3  647  3  650 21

LOSS = 400 HOSS = 650

N=7503 Mean= 497.55 SD= 52.9324...53 unique values

14) The largest SE at the proficiency level of 2/3 cut score (se23) – The largest constrained standard error for 2/3 cut level among the three clusters. The SE corresponding to the nearest score or the best integral estimate using interpolation is used when the cut score is not found in the output. When the three clusters have the same value of SE for this cut level, this value of SE is used. For the following output (Grade 3 Reading), the cut score at the proficiency level of 2/3 is 580, which is not found in the output. Therefore we use the nearest score (578, 574, 578 for the three clusters respectivley) and found that the largest SE constrained is estimated to be 23 from cluster B, so  se23 = 23.

15) The largest SE at the proficiency level of 3/4cut score (se34) – The largest constrained standard error for 3/4 cut level among the three clusters. The method to get data is the same as in 14). For the following output, the cut score at the proficiency level of 3/4 is 530 and we found that the largest SE constrained is 20 from cluster B, so se34 = 20.

l3ardcz.tst: 8/21/01, 14:35

A L3ARDCZ  FD1

      WTD RS     SS        SE Constrained

         0      400        21

         1      400        21

         2      400***     21

         3      400***     21

         4      400***     21

         5      400***     21

         6      400***     21

         7      400***     21

         8      402        21

         9      410        20

        10      418        19

        11      425        19

        12      432        18

        13      438        18

        14      444        17

        15      450        17

        16      456        17

        17      462        17

        18      467        17

        19      473        16

        20      478        16

        21      483        16

        22      488        16

        23      494        16

        24      499        16

        25      504        16

        26      509        16

        27      515        16

        28      520        16

        29      525        16

        30      530        16
        31      536        16

        32      541        17

        33      547        17

        34      553        17

        35      559        17

        36      565        18

        37      571        18

        38      578        18

        39      585        19

        40      592        20

        41      600        20

        42      609        21

        43      618        23

        44      630        24

        45      643        27

        46      650        29

        47      650***     29

        48      650***     29

        49      650***     29

Max score: unwtd = 49, wtd = 49

l3brdcz.tst: 8/21/01, 14:35

B L3BRDCZ  FD1

      WTD RS     SS        SE Constrained

         0      400        37

         1      400        37

         2      417        32

         3      438        27

         4      454        24

         5      467        22

         6      479        21

         7      490        21

         8      500        20

         9      510        20

        10      520        20

        11      530        20
        12      540        20

        13      551        21

        14      562        21

        15      574        22

        16      587        24

        17      602        26

        18      622        31

        19      650        40

        20      650***     40

Max score: unwtd = 20, wtd = 20

l3crdcz.tst: 8/21/01, 14:35

C L3CRDCZ  FD1

      WTD RS     SS        SE Constrained

         0      400        48

         1      408        44

         2      444        32

         3      466        27

         4      482        24

         5      495        22

         6      506        20

         7      516        19

         8      525        18

         9      533        18
        10      541        17

        11      548        17

        12      555        17

        13      563        17

        14      570        17

        15      578        18

        16      586        18

        17      594        19

        18      604        20

        19      615        22

        20      629        25

        21      648        30

        22      650        31

        23      650***     31

Max score: unwtd = 23, wtd = 23

iii. RATER-YEAR EQUATING

1) Difference between means (diffmean) – the difference between the means of item-pattern scores of the two rater-year clusters (Larger mean minus smaller mean), e.g., diffmean = 516 – 514.7 = 1.3 for the following output.

2) Ratio between sigmas (ratiosd) – the ratio between the sigmas of item-pattern scores of the two rater-year clusters (Larger sigma over smaller sigma), e.g., ratiosd = 46.9/46.7 = 1.004 for the following output.

3) Difference between medians (difmdian) – the difference between the medians (50th percentile) of the two rater-year clusters (Larger median minus smaller median), e.g., difmdian = 520 – 519 = 1 for the following output.

K1 =  1.00000 K2 =    0.00000           k3rdrz.hlk

Level     title      LOSS  HOSS    m1        m2

 B    B K3BRDCZ  FD1  400  650  39.80000 516.76941

 9    B K39RDCZ  FD1  400  650  39.48160 515.69830

k3?rd?a.tst: 9/6/01, 14:57

Set #1: 9 K39RDSA  FD1  LOSS =   400 HOSS =    650  n =    9

           Min             Mean   Med           Max    SD       N

  Dist 1:  400    467.8    514.7  520    561.5  650   46.9     1452

  Dist 2:  400    467.7    514.6  520    561.6  650   46.9     1452

Set #2: B K3BRDFA  FD1  LOSS =   400 HOSS =    650  n =    9

           Min             Mean   Med           Max    SD       N

  Dist 1:  400    469.3    516.0  519    562.7  650   46.7     1452

  Dist 2:  400    469.0    515.8  519    562.6  650   46.8     1452

4) The larger SE at the LOSS (seloss) – the larger SE at the LOSS between the two rater-year clusters. If they have the same SE, this same value is used, e.g., 41 for the following output.

5) The larger SE at the HOSS (sehoss) – the larger SE at the HOSS between the two rater-year clusters. If they have the same SE, this same value is used, e.g., 49 for the following output.

6) The larger IP% at the LOSS (iploss) – the larger percentage of students at the LOSS based on item-pattern scoring between the two rater-year clusters. If they have the same IP%, this same value is used, e.g., 2 for the following output.

7) The larger IP% at the HOSS (iphoss) – the larger percentage of students at the HOSS based on item-pattern scoring between the two rater-year clusters. If they have the same IP%, this same value is used, e.g., 1 for the following output.

k3?rd?a.tst: 9/6/01, 14:57

Set #     title      LOSS   SE  Gap SS(next)  SE Min SE   IP%  NC%

 1    9 K39RDSA  FD1  400   41   12    412    35   17      2    2

 2    B K3BRDFA  FD1  400   41   12    412    35   17      2    2

k3?rd?a.tst: 9/6/01, 14:57

Set #     title      HOSS   SE  Gap SS(n-1) SE  Min  IP%  NC% Max Gap  @Max

 1    9 K39RDSA  FD1  650   49   20   630   38  17    1    1  639  11    0

 2    B K3BRDFA  FD1  650   48   18   632   38  17    1    1  641   9    0

8) Difference of the 25th percentile (diff25th) – Difference of the 25th percentile between the two rater-year clusters (larger percentile minus smaller percentile), e.g., “488 - 488 =0” for the following output.

9) Difference of the 75th percentile (diff75th) – Difference of the 25th percentile between the two rater-year clusters (larger percentile minus smaller percentile), e.g., “545 –544 = 1” for the following output.

10) Difference of the percentiles at the proficiency level of 2/3 cut score (pct23) – difference of the percentiles at the proficiency level of 2/3 cut score between the two rater-year clusters (larger percentile minus smaller percentile). Linear interpolation is used for finding the percentiles at the cut scores when the cut scores are not found in the output. The formula for linear interpolation is: Interpolated percentile = Lower percentile + [(Cut score – Lower score)/ (Higher score – Lower score)]* (Higher percentile – Lower percentile). Proficiency level cut score can be found at http://mdk12.org/mspp/mspap/how-scored/98tech_report/table19.html. For example, the cut score for proficiency level 2/3 for the following output (Grade 3 Reading) is 580, however, this cut score is not found in the output, therefore linear interpolation will be used for finding the percentiles at 580 as follows: 

Target cluster: 93 + [(580-577)/(581-577)]*(94-93) = 93.75

Equating cluster: 93 + [(580-579)/(584-579)]*(94-93) = 93.2

Finally, Pct23 = 93.75 – 93.2 = 0.55
11) Difference of the percentiles at the proficiency level of 3/4 cut score (pct34) – difference of the percentiles at the proficiency level of 3/4 cut score between the two rater-year clusters (larger percentile minus smaller percentile). As in 10), linear interpolation is used for finding the percentiles at the cut scores when the cut scores are not found in the output and the method is the same. For the following output (Grade 3 Reading), the cut score for proficiency level 3/4 is 530. This cut score was found in the output. The percentiles are as follows:

Target cluster: 61

Equating cluster: 61

So pct34 = 61 – 61 = 0

k39rdsa.tst: 9/6/01, 14:58

   1 400   2 406   3 411   4 414   5 420   6 434   7 438   8 441   9 449  10 453

  11 455  12 456  13 459  14 463  15 466  16 468  17 470  18 472  19 476  20 478

  21 480  22 482  23 484  24 486  25 488  26 489  27 491  28 492  29 494  30 495

  31 497  32 498  33 500  34 501  35 502  36 504  37 505  38 507  39 508  40 509

  41 510  42 511  43 512  44 514  45 515  46 516  47 517  48 518  49 519  50 520

  51 521  52 522  53 523  54 524  55 525  56 526  57 527  58 528  59 528  60 529

  61 530  62 531  63 531  64 532  65 533  66 535  67 536  68 537  69 538  70 539

  71 540  72 541  73 542  74 543  75 544  76 545  77 546  78 547  79 549  80 550

  81 551  82 553  83 555  84 556  85 558  86 560  87 562  88 564  89 567  90 569

  91 571  92 574  93 577  94 581  95 586  96 591  97 597  98 607  99 628

    0       1       2       3       4       5       6       7       8       9

  423.47  464.93  487.12  502.57  514.97  525.00  533.57  544.01  558.41  592.47

k3?rdfa.tst: 9/6/01, 14:58

   1 400   2 407   3 412   4 417   5 434   6 436   7 439   8 444   9 452  10 455

  11 457  12 461  13 466  14 469  15 470  16 472  17 473  18 475  19 477  20 479

  21 481  22 483  23 484  24 486  25 488  26 490  27 491  28 493  29 494  30 495

  31 497  32 498  33 500  34 501  35 503  36 504  37 505  38 506  39 507  40 509

  41 510  42 511  43 512  44 513  45 514  46 515  47 516  48 517  49 518  50 519

  51 520  52 521  53 522  54 523  55 524  56 525  57 526  58 527  59 528  60 529

  61 530  62 531  63 532  64 533  65 534  66 536  67 537  68 538  69 539  70 540

  71 541  72 542  73 543  74 544  75 545  76 546  77 547  78 548  79 550  80 551

  81 552  82 553  83 555  84 557  85 559  86 561  87 562  88 564  89 566  90 569

  91 571  92 575  93 579  94 584  95 591  96 599  97 605  98 622  99 634

    0       1       2       3       4       5       6       7       8       9

  426.86  469.13  487.77  502.54  514.15  524.45  534.40  544.94  558.81  596.66

12) Proportion of scores at the LOSS (proptl, propel) – number of students at the LOSS divided by the total number of cases for each of the two rater-year clusters, proptl for the target cluster and propel for the equating cluster, e.g., for the following output, for the target cluser, proptl = 28/1452 = 0.019. 

13) Proportion of scores at the HOSS (propth, propeh) – number of students at the HOSS divided by the total number of cases for each of the two rater-year clusters, propth for the target cluster and propeh for the equating cluster, e.g., for the following output, for the equating cluster, propeh = 8/1452 = 0.006. 

k39rdsa.tst: 9/6/01, 14:58

  400 28  409 16  413 18  417 17  429  1  433  8  437 22  441 16  445  2  449  6

  453 22  456 36  460  7  464 17  468 33  472 22  476 12  480 41  484 28  488 27

  492 50  496 24  500 58  504 29  508 55  512 48  516 44  520 63  524 61  528 73

  531 50  535 62  539 53  543 49  547 58  551 33  555 40  559 31  563 21  567 25

  571 29  575 17  579 11  583 16  587  8  591 14  595  8  599  9  603  3  607  4

  610  4  618  1  622  4  626  4  630  1  638  3  650 10

LOSS = 400 HOSS = 650

N=1452 Mean= 514.65 SD= 46.8962...57 unique values

k3?rdfa.tst: 9/6/01, 14:58

  400 29  409 11  413 14  417  8  429  2  433  9  437 34  441  9  445  5  449  3

  453 20  457 29  461  5  465  4  469 43  473 39  477 16  481 48  485 25  489 27

  493 62  497 17  501 59  505 40  509 52  513 61  517 39  521 77  525 43  529 69

  533 51  537 54  541 68  545 36  549 65  553 33  557 23  561 47  565 18  569 22

  572 21  576  8  580 14  584 11  588  9  592  6  596  9  600  5  604 16  608  2

  612  2  620  2  624 10  628  3  632  5  640  5  650  8

LOSS = 400 HOSS = 650

N=1452 Mean= 515.97 SD= 46.6878...57 unique values

14) The larger SE at the proficiency level of 2/3 cut score (se23) – the larger constrained standard error for 2/3 cut level between the two rater-year clusters. The SE corresponding to the nearest score or the best integral estimate using interpolation is used when the cut score is not found in the output. When the two clusters have the same value of SE for this cut level, this same value of SE is used. For the following output (Grade 3 Math), the cut score at the proficiency level of 2/3 is 583, which is only found in one of the two output. Therefore we use the nearest score (587) for the second cluster and found that the largert SE constrained will be 18.

15) The larger SE at the proficiency level of 3/4 cut score (se34) – the larger constrained standard error for 3/4 cut level between the two rater-year clusters. The method to get data is the same as in 14). For the following output, the cut score at the proficiency level of 3/4 is 531 and we found that the two clusters have the same value of 15 for this cut level, so se34 = 15.

8/10/00, 11:21

9 J39MASA  FD1

      WTD RS     SS        SE Constrained

         0      375        49

         1      391        41

         2      423        29

         3      441        23

         4      454        21

         5      464        19

         6      473        17

         7      481        17

         8      488        16

         9      494        15

        10      501        15

        11      507        15

        12      513        15

        13      519        15

        14      525        15

        15      531        15
        16      537        15

        17      543        15

        18      549        15

        19      555        15

        20      561        15

        21      568        16

        22      575        16

        23      583        17

        24      591        18

        25      601        20

        26      623        22

        27      628        25

        28      649        31

        29      650        31

        30      650        31

Max score: unwtd = 30, wtd = 30

8/10/00, 11:21

C J3CMAFA  FD1

      WTD RS     SS        SE Constrained

         0      375        50

         1      391        42

         2      423        29

         3      441        24

         4      455        21

         5      465        19

         6      474        18

         7      482        17

         8      490        16

         9      497        16

        10      503        16

        11      509        15

        12      516        15

        13      522        15

        14      528        15

        15      534        15
        16      540        15

        17      546        15

        18      552        15

        19      559        16

        20      565        16

        21      572        16

        22      579        17

        23      587        18

        24      596        19

        25      606        20

        26      618        22

        27      633        26

        28      650***     30

        29      650***     30

        30      650***     30

Max score: unwtd = 30, wtd = 30

16) Effect size (effctsiz) – differences obtained by dividing the difference between the current and prior year mean ratings (current year raw score mean minus previous year raw score mean) by the square root of the pooled variance of these ratings: comparison of results in terms of standardized raw score mean differences. Square root of the pooled variance (Sp) = SQRT {[(n1- 1)S12 + (n2 - 1)S22 ]/(n1 + n2 -2)}. Necessary information for this variable data can be found in “Rater-Year Effects Study Raw Score Comparisons” table for each year’s rater equating. For example, 

Table 1 Rater-Year Effects Study Raw Score Comparisons

	
	
	
	Raters Used
	

	
	
	
	1999
	2000
	

	Grade
	Scale
	N
	Mean
	SD
	Mean 
	SD
	Mean diff. (00-99)

	3
	Reading
	1440
	9.66
	4.03
	9.86
	4.05
	0.20



Sp = SQRT {[(1440- 1)*4.032 + (1440 - 1)*4.052 ]/(1440 + 1440 -2)}= 4.04


Effctsiz = 0.20/4.04 =0.05

17) Difference in raw score means (diffrwmn) – the difference of the raw score means between the two rater-year clusters (current year minus previous year), e.g., 0.20 in the table in 16).

18) Ratio between raw score sigmas (rtiorwsd) – the ratio between the raw score standard deviations between the two rater-year clusters (larger SD over smaller SD), e.g., based one the data in the table 1. in 16), rtiorwsd = 4.05/4.03 = 1.005

iv. ANNUAL EQUATING

1) Difference between means (diffmean) – the difference between the means of item-pattern scores of the two clusters (Larger mean minus smaller mean), e.g., “514.4 –514.2 = 0.2” for the following output.

2) Effect size (d) – the effect size ‘d’ is computed as follows:

d = (Larger mean – Smaller mean)/50. 

For example, “(514.4 –514.2)/50 = 0.004” for the following output.

3) Ratio between sigmas (ratiosd) – the ratio between the sigmas of item-pattern scores of the two clusters (Larger sigma over smaller sigma), e.g., “45.7/45.0 =1.016” for the following output.

4) Difference between medians (difmdian) – the difference between the medians (50th percentile) of the two clusters (Larger median minus smaller median), e.g., “519 – 519 = 0” for the following output.

K1 =  1.00000 K2 =    0.00000         L3rdeb.hlk

Level     title      LOSS  HOSS    m1        m2

 B        B L3BRDCA   400  650  40.55000 515.85400

 9        B K39RDCZ   400  650  39.48160 515.69830

?3?rdea.tst: 9/6/01, 16:24

Set #1: 9 K39RDEA  FD1  LOSS =   400 HOSS =    650  n =    9

           Min             Mean   Med           Max    SD       N

  Dist 1:  400    469.3    514.4  519    559.4  650   45.0     2476

  Dist 2:  400    469.4    514.6  519    559.7  650   45.1     2476

Set #2: B L3BRDEA  FD1  LOSS =   400 HOSS =    650  n =   10

           Min             Mean   Med           Max    SD       N

  Dist 1:  400    468.5    514.2  519    559.9  650   45.7     2476

  Dist 2:  400    468.4    514.2  519    559.9  650   45.7     2476

5) The larger SE at the LOSS (seloss) – the larger SE at the LOSS between the two clusters. If they have the same SE, this same value is used. For example, seloss = 46 for the following output.

6) The larger SE at the HOSS (sehoss) – the larger SE at the HOSS between the two clusters. If they have the same SE, this same value is used. For example, sehoss = 49 for the following output.

7) The larger IP% at the LOSS (iploss) – the larger percentage of students at the LOSS based on item-pattern scoring between the two clusters. If they have the same IP%, this same value is used. For example, iploss = 3 for the following output.

8) The larger IP% at the HOSS (iphoss) – the larger percentage of students at the HOSS based on item-pattern scoring between the two clusters. If they have the same IP%, this same value is used.  For example, iphoss = 0 for the following output.

?3?rdea.tst: 9/6/01, 16:24

Set #     title      LOSS   SE  Gap SS(next)  SE Min SE   IP%  NC%

 1    9 K39RDEA  FD1  400   41   12    412    35   17      3    3

 2    B L3BRDEA  FD1  400   46   18    418    37   16      3    3

?3?rdea.tst: 9/6/01, 16:24

Set #     title      HOSS   SE  Gap SS(n-1) SE  Min  IP%  NC% Max Gap  @Max

1    9 K39RDEA  FD1  650   49   20   630   38  17    0    0  639  11    0

2    B L3BRDEA  FD1  650   39   10   640   34  16    0    0  655  -5    1

9) Difference of the 25th percentile (diff25th) – Difference of the 25th percentile between the two clusters (larger percentile minus smaller percentile), e.g., “489- 489 = 0” for the following output.

10) Difference of the 75th percentile (diff75th) – Difference of the 25th percentile between the two clusters (larger percentile minus smaller percentile), e.g., “543 –543 = 0” for the following output.

11) Difference of the percentiles at the proficiency level of 2/3 cut score (pct23) – difference of the percentiles at the proficiency level of 2/3 cut score between the two clusters (larger percentile minus smaller percentile). Linear interpolation is used for finding the percentiles at the cut scores when the cut scores are not found in the output. The formula for linear interpolation is: Interpolated percentile = Lower percentile + [(Cut score – Lower score)/ (Higher score – Lower score)]* (Higher percentile – Lower percentile). Proficiency level cut score can be found at http://mdk12.org/mspp/mspap/how-scored/98tech_report/table19.html. For example, the cut score for proficiency level 2/3 for the following output (Grade 3 Reading) is 580 and this cut score was found in both clusters, therefore pct23 = 95 –95 = 0.

12) Difference of the percentiles at the proficiency level of 3/4 cut score (pct34) – difference of the percentiles at the proficiency level of 3/4 cut score between the two clusters (larger percentile minus smaller percentile). As in 11), linear interpolation is used for finding the percentiles at the cut scores when the cut scores are not found in the output and the method is the same. For the following output (Grade 3 Reading), the cut score for proficiency level 3/4 is 530. This cut score was found in the output and therefore pct34 = 62 – 61 = 1.

k39rdea.tst: 9/6/01, 16:24

   1 400   2 401   3 409   4 414   5 429   6 437   7 441   8 447   9 453  10 455

  11 458  12 462  13 465  14 468  15 469  16 471  17 474  18 476  19 478  20 480

  21 482  22 483  23 485  24 487  25 489  26 491  27 492  28 494  29 495  30 496

  31 498  32 499  33 500  34 501  35 502  36 504  37 505  38 506  39 508  40 509

  41 510  42 511  43 512  44 513  45 514  46 515  47 516  48 517  49 518  50 519

  51 520  52 521  53 522  54 523  55 524  56 525  57 526  58 527  59 528  60 529

  61 529  62 530  63 531  64 532  65 533  66 534  67 535  68 536  69 536  70 537

  71 538  72 539  73 540  74 541  75 543  76 544  77 545  78 546  79 547  80 549

  81 550  82 551  83 553  84 554  85 556  86 558  87 559  88 561  89 563  90 565

  91 567  92 570  93 572  94 576  95 580  96 586  97 594  98 603  99 627

    0       1       2       3       4       5       6       7       8       9

  425.38  469.20  488.48  502.61  514.06  524.43  532.53  542.63  556.11  588.22

l3?rdea.tst: 9/6/01, 16:24

   1 400   2 400   3 405   4 414   5 422   6 427   7 439   8 444   9 447  10 451

  11 455  12 460  13 463  14 465  15 468  16 471  17 474  18 477  19 479  20 480

  21 482  22 484  23 486  24 487  25 489  26 491  27 493  28 495  29 496  30 497

  31 498  32 500  33 501  34 502  35 503  36 504  37 505  38 506  39 507  40 508

  41 510  42 511  43 512  44 513  45 514  46 515  47 516  48 517  49 518  50 519

  51 520  52 521  53 522  54 523  55 525  56 526  57 527  58 528  59 528  60 529

  61 530  62 531  63 532  64 533  65 534  66 535  67 536  68 537  69 538  70 539

  71 540  72 541  73 542  74 542  75 543  76 544  77 546  78 547  79 548  80 549

  81 551  82 552  83 553  84 555  85 556  86 558  87 559  88 561  89 564  90 566

  91 569  92 571  93 574  94 577  95 580  96 584  97 590  98 601  99 616

    0       1       2       3       4       5       6       7       8       9

  422.01  467.74  489.27  502.77  514.24  524.40  533.87  543.50  556.59  587.40

12) Proportion of scores at the LOSS (proptl, propel) – number of students at the LOSS divided by the total number of cases for each of the two clusters, proptl for the target cluster and propel for the equating cluster, e.g., for the following output, for the target cluser, proptl = 62/2476 = 0.025.

13) Proportion of scores at the HOSS (propth, propeh) – number of students at the HOSS divided by the total number of cases for each of the two clusters, propth for the target cluster and propeh for the equating cluster, e.g., for the following output, for the target cluser, propth = 9/2476 = 0.004.

k39rdea.tst: 9/6/01, 16:24

  400 62  401  1  409 19  413 23  417 18  429  2  433 11  437 24  441 28  445 12

  449  8  453 33  456 34  460 17  464 27  468 64  472 46  476 27  480 81  484 38

  488 52  492 80  496 58  500104  504 59  508 87  512105  516 84  520107  524 75

  528148  531 68  535135  539 87  543 85  547 86  551 64  555 62  559 56  563 49

  567 50  571 35  575 23  579 22  583 17  587 13  591 14  595 11  599  9  603 14

  607  3  610  1  618  3  622  7  626  5  630  5  638  9  650  9

LOSS = 400 HOSS = 650

N=2476 Mean= 514.37 SD= 45.0330...58 unique values

l3?rdea.tst: 9/6/01, 16:24

  400 80  406 10  410  6  414  6  419 10  423 36  427  2  431 15  435  4  439  9

  443 22  447 39  451 25  455 19  459 15  463 44  467 47  471 22  475 32  479 65

  483 47  487 66  492 61  496 71  500100  504 93  508 75  512 81  516103  520 98

  524 93  528102  532126  536 90  540108  544101  548 75  552 67  556 71  560 56

  565 45  569 40  573 35  577 39  581 18  585 23  589 12  593 10  597 10  601  7

  605  6  609  6  613  6  617  6  633  4  638  4  642  1  646  4  650  8

LOSS = 400 HOSS = 650

N=2476 Mean= 514.18 SD= 45.7200...59 unique values

14) The larger SE at the proficiency level of 2/3 cut score (se23) – the larger constrained standard error for 2/3 cut level between the two clusters. The SE corresponding to the nearest score or the best integral estimate using interpolation is used when the cut score is not found in the output. When the two clusters have the same value of SE for this cut level, this same value of SE is used. For the following output (Grade 3 Reading), the cut score at the proficiency level of 2/3 is 580, which is not found in the output. Therefore we use the nearest scores (581 and 576 for the two clusters respectively) and found that the larger SE constrained will be 22.

15) The larger SE at the proficiency level of 3/4 cut score (se34) – the larger constrained standard error for 3/4 cut level between the two clusters. The method to get data is the same as in 14). For the following output, the cut score at the proficiency level of 3/4 is 530 and we found that the larger se34 = 17.

k39rdea.tst: 9/6/01, 16:24

9 K39RDEA  FD1

      WTD RS     SS        SE Constrained

         0      400        41

         1      412        34

         2      438        26

         3      455        22

         4      468        20

         5      480        19

         6      490        18

         7      500        18

         8      509        17

         9      518        17

        10      527        17
        11      536        18

        12      546        18

        13      556        19

        14      567        20

        15      581        22
        16      598        26

        17      626        36

        18      650        49

Max score: unwtd = 18, wtd = 18

l3?rdea.tst: 9/6/01, 16:24

B L3BRDEA  FD1

      WTD RS     SS        SE Constrained

         0      400        46

         1      421        35

         2      448        26

         3      465        22

         4      478        20

         5      489        18

         6      499        17

         7      508        17

         8      516        16

         9      524        16

        10      532        16
        11      540        16

        12      549        16

        13      557        17

        14      566        17

        15      576        18
        16      586        19

        17      599        21

        18      615        25

        19      640        34

        20      650        39

Max score: unwtd = 20, wtd = 20
II. How to create control charts with SPSS?

Step 1. Open an SPSS data file.

Step 2. Click on “Graphs” on the menu bar and get a submenu.

Step 3. Click on “control…” on the submenu to get a “Control Charts” window, choose “Individuals, Moving range”, then click on “Define” and get a new window.

Step 4. In the new window:

· Select the variable “year” for “Subgroups labeled by…”

· Select one variable to be studied for “Process measurement”

· Select “Individuals” for “Charts”

· Enter “2” for “Span”

· Click on “Titles” and enter proper title lines for the output charts if necessary

· Click on “Options” and enter “3” for the “Number of sigmas” in the popped-out window, leave “Specification limits for individual charts” blank

Click on “Continue”

Step 5 Click on “OK”.

Thus a control chart would be created for the selected variable with “year” as the base line. Repeat step 2 to step 5 to get more control charts for other variables of interest.

III. How to identify out-of-range variables?

1. Specification of the control charts: 

1) Center line: mean of the data across years

2) Upper and lower control limits: +/- 3 SD from the center line

2. An example

 Writing, Grade 3, Proportion of scores at LOSS for cluster A 
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The mean  “Prop. Of Scores at LOSS for Cluster A” across the eight years from 1994 to 2001 is, as indicated by the centerline, .23099. The upper control limit (UCL) is, as indicated by the upper dot line,  .34953 and the lower control limit (LCL) is, as indicated by the lower dot line,  .11244.  The points beyond the UCL or LCL are considered out-of-range. In this example, the variable “Prop. Of Scores at LOSS for Cluster A” are found to be out-of-range in 1994 and 2001, and therefore this result should be reported to call for particular attention.
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